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Our Services

Sertis provides both off the shelf solutions as well as customised AIs for our clients. 

Our expert team of data and AI consultants, with supporting from our partners, will 
work closely with clients to understand their business needs and to deliver bespoke 
solutions that are just right for them.  

Our current focus regions are South-East Asia and Australia. We have been working 

with leading companies in Asia since 2014.  

Connecting Data to Action



News Coverage



Responsible AI in Action



How does AI change
the world around us?



How does AI change the world around us?

AI for Personalization



China's surveillance 
cameras can recognize you

https://qz.com/1759108/china-launches-
mandatory-face-scans-for-mobile-users/

Where is our privacy?

https://qz.com/1759108/china-launches-mandatory-face-scans-for-mobile-users/


https://www.scmp.com/tech/policy/article/3039383/facial-recognition-tech-races-ahead-regulation-chinese-residents-grow

As facial recognition tech races
ahead of regulation, Chinese residents
grow nervous about data privacy

Where is our privacy?

https://www.scmp.com/tech/policy/article/3039383/facial-recognition-tech-races-ahead-regulation-chinese-residents-grow


How does AI change the world around us?

Fake News



How does AI change the world around us?

Self-Driving / Autonomous cars



What should self-driving car do?



How does AI change the world around us?

Superintelligence



The possible danger of AI in the wrong hand

Sci-Fi Short Film  
"Slaughterbots"

https://www.youtube.com/watch?v=O-

2tpwW0kmU&feature=emb_title

https://www.youtube.com/watch?v=O-2tpwW0kmU&feature=emb_title


Responsible AI in Action



The PDPA is designed to protect a data owner from the 
unauthorised or unlawful collection, use, or disclosure and 
processing of their personal data.The Act is aimed at regulating 
the lawful collection, use, or disclosure of personal data that 
can directly or indirectly identify a natural person – but does 
not apply to the data of a deceased person. 

Responsible AI in Actions

PDPA - Personal Data Protection Act



Ethics Committee
Ethics in AI

Responsible AI in Actions

Ethics of AI

- Biases in AI systems
- Liability for Partial or Fully Automated Cars
- Weaponization of AI
- Unintended consequences
- Robot ethics

Ethics Committee

Ethics in AI
People should have moral obligations towards their 
machines, similar to human rights or animal rights. 

It has been suggested that robot rights, such as a 
right to exist and perform its own mission, could be 
linked to robot duty to serve human, by analogy with 
linking human rights to human duties before society. 

These could include the right to life and liberty, 
freedom of thought and expression and equality 
before the law.

The issue has been considered by the Institute for 
the Future and by the U.K. Department of Trade and 
Industry.

Robot rights

Joseph Weizenbaum argued in 1976 that AI technology should not 

be used to replace people in positions that require respect and care, 

such as any of these:

- A customer service representative (AI technology is already 

used today for telephone-based interactive voice response

systems)

- A therapist (as was proposed by Kenneth Colby in the 

1970s)

- A nursemaid for the elderly (as was reported by Pamela 

McCorduck in her book The Fifth Generation)

- A soldier

- A judge

- A police officer

Threat to human dignity

https://en.wikipedia.org/wiki/Human_rights
https://en.wikipedia.org/wiki/Animal_rights
https://en.wikipedia.org/wiki/Institute_for_the_Future
https://en.wikipedia.org/wiki/United_Kingdom
https://en.wikipedia.org/wiki/Department_of_Trade_and_Industry_(United_Kingdom)
https://en.wikipedia.org/wiki/Joseph_Weizenbaum
https://en.wikipedia.org/wiki/Interactive_voice_response
https://en.wikipedia.org/wiki/Kenneth_Colby
https://en.wikipedia.org/wiki/Pamela_McCorduck


Fairness AI systems should treat all people fairly

Reliability & Safety AI systems should perform reliably and safely

Privacy & Security AI systems should be secure and respect privacy

Inclusiveness AI systems should empower everyone and engage people

Transparency AI systems should be understandable

Accountability AI systems should have algorithmic accountability

Responsible AI in Actions

AI Principles



We will not use our work or work with people who will 

use our work to cause intentional harm to humans

We will discuss potential ethical issues openly

We will not work on developing or improving weapons

We will not work for political parties or on data 

that can be used to affect elections

We will not use AI to intentionally mislead people

AI Principles



THANK YOU


