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<1>

Lack of consensus about regulation of AI at the 
international level shift regulatory action to 

regional, national, and local levels
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<2>

US doubles down on ”pro-innovation” approach, 
Europe considers robust AI regulation, China 

pursues “rule by law” approach
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<3>

Geopolitical and (national) security interests 
continue to shape governance and regulation of AI
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<4>

Biometrics, data privacy, and algorithmic 
accountability are key horizontal regulatory issues
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<5>

Algorithmic impact assessment and transparency 
as popular instruments in the regulatory toolbox
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<6>

Risk-based approaches emerge as dominant 
modes to prioritize among applications and issues
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“Adopt a risk-based approach to regulation. The character, 
intensity and timing of regulatory intervention should be a 
function of the type of risk created by an AI system. In line 
with an approach based on the proportionality and 
precautionary principle, various risk classes should be 
distinguished as not all risks are equal. The higher the impact 
and/or probability of an AI-created risk, the stronger the 
appropriate regulatory response should be. ‘Risk’ for this 
purpose is broadly defined to encompass adverse impacts of 
all kinds, both individual and societal.”



<7>

Gradual updates of legal frameworks dominate 
over complete overhaul or radical innovation
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<8>

AI-enabled ”deep fakes” are another trending 
regulatory issue
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<9>

AI is increasingly applied within the regulatory 
environment itself
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< Thank You >
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